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Executive Summary
As AI systems1 increasingly form the backbone of critical infrastructure, economic activity, and 
national security, policymakers and cybersecurity practitioners must develop deep technical literacy 
to craft practical guidelines and defensive strategies. Those practitioners who successfully integrate 
security throughout the AI tech stack will lead the digital economy, establish the norms, standards,  
and best practices that define responsible AI development worldwide, and strengthen national security.

This report serves as a comprehensive primer on the AI technology stack,² offering public policy  
and cybersecurity practitioners insights into this dynamic landscape where their domains  
increasingly intersect.

The AI technology stack comprises five distinct yet interdependent layers: 

1.	GOVERNANCE LAYER: The framework that effectively wraps around the whole AI 
Technology Stack—a layer that aims to ensure responsible deployment through security 
protocols, legal constraints, ethical principles, and policies.

2.	 APPLICATION LAYER: The user interface that transforms complex AI capabilities into 
accessible tools through browsers, APIs, dashboards, and other user interfaces.

3.	INFRASTRUCTURE LAYER: The essential computational foundation that powers AI 
systems, enabling the intensive demands of training and inference through specialized  
hardware, cloud platforms, and energy resources.

4.	MODEL LAYER: The core computational component that processes data according to 
sophisticated algorithms to recognize patterns and generate predictions or decisions.  
This includes the machine learning approaches that enable systems to learn without explicit 
programming.

5.	DATA LAYER: The foundation of AI systems, providing the raw material that fuels models.  
The quality, diversity, and quantity of this data largely determine the intelligence and capabilities 
of the final model.

Robust security across this stack is a technical necessity and a strategic imperative. AI security 
extends traditional cybersecurity concepts to confront unique vulnerabilities within machine learning 
systems, including adversarial attacks, model poisoning, and data exploitation. Organizations that 
prioritize comprehensive AI security not only mitigate risks but also position themselves as leaders in 
tomorrow’s innovation networks, capable of rapidly integrating advancements while sustaining trust. 
By embedding security measures early in the development process, organizations gain downstream 
competitive advantages, including faster deployment cycles, greater stakeholder confidence, and 
better products.

The first step to this process is understanding the AI Tech Stack. This primer develops a framework 
for understanding how Artificial Intelligence systems work, similar to how cybersecurity professionals 
understand the Open Systems Interconnection (OSI) model or Transmission Control Protocol/Internet 
Protocol (TCP/IP) protocols, as the foundation for discovering and implementing layered security.
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AI represents a technological transformation 
comparable to the introduction electricity, the 
automobile, and the advent of the Internet, 
reshaping how we work, learn, and interact 
across society. The criticality of unleashing 
its potential and setting its course on a 
responsible and secure trajectory is paramount.

Today, 25 years into the 21st century and 50 
years into the information age, AI stands at 
an inflection point similar to the production 
of the lightbulb and automobile at the 
beginning of the 20th century. Just as the 
mass-produced automobile democratized 
personal transportation, emerging AI systems 
democratized access to information and 
cognitive capabilities once reserved for 
specialists. And in the same manner that 
the Model T’s impact extended far beyond 
transportation, AI’s influence will likely ripple 
through every sector of society. Where the 
lightbulb and automobile reshaped cities, 
labor markets, manufacturing, social patterns, 
and national infrastructure, similarly, AI will 
transform not just technology but our entire 
socioeconomic landscape, including health 
care,3 business,4  and education.5 

The economic transformation to AI will be as 
profound as the shift from animal power to 
combustion engines, and from oil lamps to 
electric light. No less so than when the world 
transitioned from conducting business via the 
interstate highway system to the World Wide 
Web. The Internet enabled the rapid transfer of 
information such as sound, video, and graphics 
and swiftly broke down barriers, catalyzed 
commerce, and reshaped society. 

Already, AI is transforming how the world 
conducts business.  As the world transitioned 
online, the civilian safety protocols that enabled 
commerce via the interstate highway system 

did not similarly transition to the information 
superhighway. We can do better. Now, at the 
dawn of the AI era, is the time to secure the 
AI tech stack to unleash the full potential and 
benefits of today’s economic transformation.

Industries will soon reorganize around AI 
capabilities—just as they did with the Internet—
creating entirely new job categories while 
retiring others.6 Geographic constraints on, 
and definitions of, knowledge work will further 
dissolve, with AI tools and agents augmenting 
and enhancing online work. Security paradigms 
will evolve, with nations racing for AI advantage 
in the defense technology and national security 
sectors, as they once competed for automotive 
manufacturing prowess to fuel military 
production.

AI will transform our daily lives and social 
interactions, much like electricity, automobiles 
and the Internet did before. Initially, this change 
will happen gradually (as we’re seeing now), 
but it will accelerate as applications mature, 
and society adapts.7 Over time, our learning 
methods, creative processes, communication 
styles, and decision-making approaches will all 
evolve to incorporate these new cognitive tools. 
Like previous technological revolutions, AI will 
require supporting infrastructure and systems 
across personal, business, and national 
security domains.

We stand at a moment of both tremendous 
opportunity and uncertainty. At this inflection 
point, we must understand the AI tech stack, 
consider ways to secure its foundations at the 
onset, and begin to craft thoughtful governance 
for AI development while unleashing its 
benefits and promoting its potential.

Introduction
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The goal of AI is to make machines smarter. 
This is done, in part, through machine learning 
(ML). Whereas AI is the overarching concept 
of creating machines that can perform 
tasks requiring human intelligence, ML is a 
specific subset of AI that focuses on enabling 
machines to learn from data without explicit 
programming.8 

The development, security, and deployment of 
AI capabilities require a deliberate approach 
to organizing the complex interplay of 
technologies that enable modern AI systems. 
Understanding the resulting structure and the 
interplay of its various sub-components is 
essential for effective policy development and 
comprehensive security analysis.

The fundamental components enabling 
AI capabilities, including ML, were clearly 
conceptualized for policymakers in 2020 in 
13 words: “Machine learning systems use 
computing power to execute algorithms that 
learn from data.”9 Three essential elements 
- algorithms, compute, and data - form the 
AI Triad. The algorithms are a collection of 
mathematical techniques, statistical methods, 
and computational approaches that provide 
parameters for machines to perform tasks 
requiring intelligence. The computational 
resources that execute algorithms at scale, 
including specialized hardware like Graphics 
Processing Units, Tensor Processing Units, 
and AI accelerators, refer to the computing 
power that has made training increasingly 

sophisticated models possible. Last is the raw 
information, or data, that algorithms process 
to develop knowledge representations, 
identify patterns, and generate outputs. The 
scale, quality, and nature of available data 
fundamentally constrain what AI systems can 
accomplish. 

The AI Triad proved valuable for understanding 
AI’s core technical elements, especially as the 
technology grew in popularity and emerged 
on the public’s radar. However, as AI and ML 
evolve from research projects to deployed 
applications integrated into critical business 
functions and infrastructure, this model has 
become insufficient for practical or policy 
purposes. 

The AI Triad does not fully represent how 
AI is built, deployed, and governed today.  
Applications of AI, such as robotics, natural 
language processing, deep learning, generative 
AI, virtual assistants, and speech recognition, 
made possible by the vast availability of data, 
exponential growth in computing capabilities, 
and other advancements have transformed 
the field of AI. Production environments, 
transformers, and applications of AI further 
reveal additional complexities in security, 
operations, and governance for which we 
must now account. 

The AI Tech Stack
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THE AI TECH STACK
The AI ‘tech stack’ refers to the layered collection of technologies used to build and deploy AI 
systems. Everything from the hardware and infrastructure to the data, models, and applications; it 
is “the collection of tools, AI frameworks, and platforms that you use to develop AI applications,”10   
serving as the foundation upon which AI systems are built. 

As AI systems have matured, open-source models have democratized the use of AI, and the 
spread of AI has diffused globally, a more comprehensive architectural model takes shape. The 
AI ecosystem has cohered into five distinct and interdependent layers, each serving an individual 
function in developing and applying AI systems. They are the:

The governance layer comprises the rules of the road and the 
operating environment in which AI is developed and deployed, 
including protocols that aim to ensure that the AI system operates 
within the defined values of the organization and meets defined 
security and safety goals.

The infrastructure — data centers, GPUs, networking, energy 
systems, and backend services — provides the engine that powers 
the model to the user.

The application layer serves as the user interface — the dashboard, 
chatbot, search feature, or voice of the AI system delivers desired 
functionality as humans interact with, interrogate, and leverage its 
capabilities.

The AI model— the algorithms and architectures trained on vast 
datasets to learn patterns and generate outputs – functions 
like the central nervous system, and is the core computational 
component. 

At the base of any AI system lies data — the raw material that fuels 
the model.
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The AI Triad remains intact with the algorithm, 
compute, and data within the model, 
infrastructure, and data layers. On top of that, 
the Application Layer becomes where the 
user interfaces with the AI; it brings the AI 
to life, animating it through chatbots, voice 
assistants, and agents, and provides another 
dimension to the technology through the 
user interface (UI). The Governance Layer 
emerges as a necessary addition, spanning 
all components and providing the critical 
framework and risk management required in 
increasingly consequential AI deployments. 

The interdependencies up and down the 
stack are many and shape AI systems 
dynamically and non-linearly. For example, 
the infrastructure layer is essential for 
energizing the stack, hosting and storing the 
data, training an AI model, and its compute 
power is similarly requisite when the AI 
system receives input via the application layer. 
Both things can be true, and securing each 
layer for all foreseeable instances is what 
lies ahead. Capturing every fluctuation and 
movement within AI systems (including those 
not yet invented) will be a dynamic pursuit 
for policymakers and security practitioners. 
These five layers create a cohesive framework 
that accounts for AI system development 
and deployment, supports innovation, and 
prioritizes accountability and societal benefit.
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For AI to thrive across industries, digital trust, defensibility, and resilience are table stakes. Without 
robust security measures, AI systems risk operating outside of acceptable organizational norms 
because of poor or complacent design, or, worse, becoming conduits for cyber threats, powerful 
weapons for threat actors—and potentially rogue actors themselves—undermining the utility, 
adoption, and promise of this incredible capability.

Robust security and safety integration across the entire AI development process is essential. AI 
security significantly extends traditional cybersecurity concepts, resolving the unique vulnerabilities 
inherent to machine learning systems. While conventional security practices focus on protecting 
data and infrastructure, AI security must additionally safeguard training datasets, model 
architectures, and detection processes, among other concerns. 

TABLE: SECURITY RISKS IN THE AI TECH STACK BY LAYER

Defending AI Systems Matters

LAYER KEY SECURITY RISKS EXAMPLE 
VULNERABILITIES POTENTIAL IMPACT

Governance
Superintelligence, rogue 
agents, AI sentience, 
compliance failures

AI agent building harmful 
weapons, acts without a 
‘human in the loop’

Diminish national 
security, degrade critical 
infrastructure

Application
Prompt injection, API 
exploitation

Unsafe content generation, 
data leakage

Reputational damage, 
harmful content, data 
exposure, surveillance

Infrastructure

Physical attack, 
unauthorized access, 
resource hijacking, supply 
chain disruptions

Compromised access 
controls leading to zero 
trust violations

Financial damage, training 
data theft, regulatory 
penalties

Model
Adversarial attacks, model 
theft, model inversion, 
model misclassification

Inputs designed to trick 
the system into making 
incorrect decisions. 
Hallucinated outputs

IP theft, manipulated 
model outputs, security 
bypass, malicious code 
injection

Data
Data poisoning, privacy 
violations

Training data manipulation, 
PII exposure, deepfakes

Data spillage, bias, 
privacy violations, content 
violations
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Securing the AI tech stack requires a systemic 
approach. Isolated technical safeguards 
will not suffice. Risks within one layer can 
cascade through the system—a poisoned 
training dataset can corrupt a model, leading 
to unpredictable behavior in deployed 
applications and, ultimately, governance 
failures with public consequences. Similarly, 
weak infrastructure controls can expose 
models to unauthorized training or theft, 
undermining intellectual property protections 
and national security. This interdependence 
demands cross-layer governance, where 
threat models, security protocols, and 
oversight mechanisms mitigate vulnerabilities 
holistically. Policymakers and security leaders 
must abandon siloed approaches and adopt 
a system-level view of AI risk to ensure 
resilience and trust.

The evolution of security practices must also 
accelerate in response to emerging AI-specific 
threats and pacing threats from nation-state 
actors.11 At the same time, the prioritization of 
securing each layer is of no less importance.  
Here, AI Security is distinct from Responsible 
AI.  The core focus of AI security is to 
defend AI systems against cyber threats 
and espionage in all reasonably foreseeable 
instances. In contrast, the core focus for 
Responsible AI seeks to ensure fairness, 
transparency, and accountability. While both 
are important to ensuring business viability, 
this construct of the AI tech stack is best 
suited for enabling a defense-in-depth strategy 
to security.12 

The data and model layers are of chief 
importance to getting AI security right. 

As AI systems collect, process, store, and 
produce massive amounts of publicly available 
and sensitive data, securing the Data Layer 
becomes a top priority. So fundamental to AI 
systems are data that a data poisoning attack 
could fundamentally compromise AI system 
integrity at its source and create cascading 
adverse effects across each layer of the 
tech stack. Securing the Data Layer through 
encryption, access controls, and data masking 
is critical for preventing data breaches, 
securing intellectual property, maintaining 
user trust, and ensuring compliance with 
regulations. 

Next for prioritization is the Model layer. The 
models at the core of modern AI systems 
require high volumes of sensitive enterprise 
data, leverage an open-source ecosystem, 
proliferate globally, and employ self-learning 
that is difficult to foresee. This makes models 
high-value targets for attackers seeking to 
manipulate outputs, nation-states seeking 
advantages and access to frontier models, or 
criminals seeking to steal valuable data and 
model intellectual property from innovators. 
Establishing secure AI environments through 
appropriate access controls and firewalls, 
with API and endpoint security, will provide 
baseline protections for the model layer. 

To be sure, securing the Infrastructure 
and Applications layers is essential. Many 
organizations already benefit from robust 
infrastructure cybersecurity practices offered 
by cloud service providers, large cyber 
hyperscalers, and critical infrastructure 
owners and operators that can extend to AI 
systems.  

Securing AI Systems 
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Adhering to standards like the National 
Institute of Standards and Technology’s (NIST) 
NIST SP 800-53,13 SOC2,14 and ISO/IEC 2700115 
reinforces many of these software security 
advantages. Supply chain risk management 
and energy security considerations merit 
equal measure for the outsourced hardware 
that comprises cloud services. Without 
cutting-edge semiconductor chips or power, 
the whole AI stack will flummox.

Infrastructure-based protections and controls 
provide some cybersecurity at the Application 
layer. To prevent prompt injection attacks and 
malicious inputs to proprietary AI systems, 
data sanitization and continuous monitoring 
offer needed protections. Such efforts benefit 
further from API (Application Programming 
Interface) and AI gateways, role-based access 
controls, and encryption protocols via the web 
interface’s Transport Layer Security (TLS).  
The NIST’s AI Risk Management Framework,16 

ISO/IEC 42001,17 and the OWASP Top Ten18  
stand out among guidance to identify and 
promote secure, responsible, and sustainable 
AI applications.

The Governance layer is the least mature yet 
essential for AI trust. It demands something 
different: moving beyond rigid regulation and 
toward dynamic protocol development. 

As was done for the Internet with the 
foundational infrastructure of the TLS, 
Hypertext Transfer Protocol Secure (HTTPS), 
Domain Name System Security Extensions 
(DNSSEC), and Border Gateway Protocol 
(BGP), industry-crafted interoperable 
standards should lead.  Protocols that 
safeguard AI security and reliability while 
accommodating the evolving landscape 
of AI systems would build trust in AI 
technologies and provide a flexible, adaptive 
framework that evolves with technology. 
Interoperable standards that remain relevant 
as AI technology advances would promote 
international adoption, prevent regulatory 
obsolescence, and maintain essential security 
protections across the AI ecosystem.19

AI-specific vulnerabilities introduce unique 
challenges that ask for proactive AI-enhanced 
solutions. These threats escalate in scale and 
complexity and adapt rapidly to defensive 
measures, outpacing traditional security 
frameworks. Neglecting AI security leaves 
organizations vulnerable to increasingly 
sophisticated adversaries. By embedding 
security into AI systems across the tech stack, 
organizations can mitigate these risks, protect 
sensitive data and intellectual property, and 
preserve their bottom line.
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Understanding the AI tech stack is no longer 
optional for policymakers and cybersecurity 
professionals—it’s a strategic necessity. As 
AI becomes central to critical infrastructure, 
economic systems, and national security, 
leaders must develop technical literacy 
to craft effective regulations and defense 
strategies. Without this foundation, policies 
risk being either excessively restrictive or 
alarmingly ineffective.

The global AI landscape is rapidly 
transforming, with a high-stakes competition 
emerging between the United States and 
China that reshapes economic markets and 
security paradigms. AI-powered network 
platforms are consolidating global influence 
and raising urgent questions about digital 
sovereignty as nations increasingly depend 
on foreign-designed systems. While America 
leads in research and talent, China’s swift 
progress narrows this advantage, Europe 
leverages regulatory expertise despite lacking 
homegrown platforms, India’s untapped 
potential could further redefine the balance, 
and deep investments from Gulf States 
expand the AI ecosystem. 

In the evolving landscape of global power 
dynamics, a new paradigm is quickly taking 
shape. AI is a means and the goal of national 
and international advancement. As nations 
position themselves in this technological race, 
the question becomes not whether AI will 
transform global affairs, but how countries 
will navigate the complex pathways to achieve 
AI supremacy, and what this means for the 
international order.

To sustain its leadership, the United States 
must prioritize investments in innovation, 
attain semiconductor independence and 
energy security, and develop a comprehensive 
AI strategy that unleashes economic 
competitiveness and confronts AI’s distinct 
security and safety concerns. None of these 
initiatives can succeed in the absence of 
another.

AI brings both advantages and challenges to 
the security landscape. AI and cybersecurity 
converge to create unprecedented challenges 
and opportunities. Policymakers who 
understand the technical intricacies of AI 
can develop frameworks that strike the 
right balance, safeguarding innovation while 
implementing essential guardrails. Similarly, 
cybersecurity practitioners versed in the AI 
tech stack can enhance defenses to counter 
emerging threats while leveraging AI’s 
transformative potential to strengthen security 
measures.

Collaborative efforts between stakeholders 
are vital for defending and building a secure 
and competitive AI ecosystem on the global 
stage. Nations and organizations that embed 
security throughout the AI tech stack today 
will shape tomorrow’s digital economy, lead 
global adoption of AI systems, and set the 
benchmarks for responsible development. 

The Imperative for Policymakers  
and Practitioners
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AI is a strategic driver of innovation. As AI 
systems become increasingly interconnected, 
security standards will emerge as the 
common language enabling safe and 
seamless interoperability. Standards and 
frameworks lead the developer and the user 
to risk-aware, actionable, and adaptable 
guidance for AI security. The NIST and ISO/
IEC frameworks lead efforts to promote 
how to develop and deploy responsible and 
sustainable AI systems. These standards can 
ensure that outputs from one system can 
reliably serve as inputs to another, fostering 
ecosystems of learning and collaboration 
while maintaining strong protections. 

Organizations that establish leadership in 
AI security today position themselves as 
the cornerstones of tomorrow’s innovation 
networks, able to rapidly integrate 
advancements across the ecosystem while 
sustaining trust.20 Secure-by-design principles 
amplify this advantage. 21 By embedding 
security measures upstream, early in the 
development process, organizations gain 
downstream competitive advantages, such 
as faster deployment cycles and greater 
stakeholder confidence. These principles, in 
AI system design and capital investments, 
lay the groundwork for scalable AI innovation 
that is both resilient to evolving threats and 
adaptable to emerging markets.

As AI applications expand across borders, 
anticipating and complying with international 
standards prevents legal pitfalls and facilitates 
collaboration and market growth. Similarly, AI 
safety considerations—rooted in democratic 
values, international norms, and security 
considerations—equip organizations to 
navigate emerging challenges while preserving 
public trust in global markets.

Trusted security frameworks fuel ecosystem-
wide collaboration. Organizations adopting 
standardized and transparent security 
practices create environments conducive 
to sharing insights, models, and data with 
partners, customers, and competitors under 
appropriate safeguards. This collaborative 
model mirrors the networks of transportation 
systems enabled by standardized safety 
protocols—AI security, similarly, unlocks 
transformative potential across industries.

Finally, as AI systems grow increasingly 
interconnected, security standards will 
define the future of interoperability. These 
frameworks will serve as the universal 
language enabling safe integration of systems 
and innovations across the digital ecosystem. 
The organizations and nations leading in AI 
security today are not just defending their 
present; they are carving out leadership 
positions. By investing in security and safety 
now, they position themselves to leverage 
advancements, accelerate adoption, and drive 
progress on a global scale.

Driving Innovation and Enabling Trust
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The future belongs to organizations that build 
AI systems that not only deliver unmatched 
capabilities but also inspire trust and increase 
resilience across all sectors of society. Those 
who build AI systems that are powerful, 
innovative, secure, resilient, and aligned with 
our values will thrive. 

The five-layer AI technology stack—
Data, Model, Infrastructure, Application, 
and Governance—provides a structured 
framework through which policymakers, 
security professionals, and organizations 
can systematically approach security 
and safety vulnerabilities while igniting 
innovation. Successfully integrating security 
throughout this stack will define the future 
of AI development. They will establish the 
technical standards, governance frameworks, 
and ethical guidelines that balance innovation 
with necessary protections. This balanced 
approach recognizes that effective security is 
not about restriction—it’s about creating the 
trusted foundation that allows AI systems to 
reach their full potential.

Society eventually developed comprehensive 
frameworks for automotive and online 
safety and security only after recognizing 
the risks of putting powerful motor vehicles 
and unconstrained access in untrained 
hands. Many of those efforts were bolted 
on years later. Today, we face a similar 
situation with AI. The rapid advancement of AI 
capabilities necessitates a parallel evolution 
in the security of AI systems, governance 
protocols establishing roles, responsibility, 

and accountability across the AI ecosystem, 
and active defense measures to protect AI 
systems from human error and malicious 
actors. 

AI capabilities will continue to advance, and 
the security landscape will grow increasingly 
complex. Organizations must develop 
sophisticated, multi-layered security strategies 
that resolve the unique vulnerabilities at each 
level of the AI stack. This also requires moving 
beyond traditional cybersecurity approaches 
to implement AI-specific protections against 
threats like adversarial attacks, model 
poisoning, and prompt injection. 

This future with AI security necessitates 
collaboration across the AI ecosystem. 
Policymakers, security practitioners, 
innovators, investors, and business leaders 
must work together—and use the same 
words—to develop frameworks that both 
protect against misuse and unleash beneficial 
applications. By embedding security and 
safety considerations throughout the AI 
development lifecycle, we can create AIs that 
are powerful, trustworthy, and aligned with our 
values.

By learning from history and applying these 
lessons to AI systems, we can navigate this 
technological revolution responsibly, ensuring 
that AI serves humanity’s best interests while 
managing its inherent risks. 

The Road Ahead
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